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1    Technical Overview 

1.1    Interface 

Hierarchical memory systems have been an integral part of computer system design for nearly 
three decades. In modern personal computer systems, the virtual address space of a process is 
implemented on a swapping disk that is at the bottom of a hierarchy consisting of a primary 
memory and multiple cache levels. Under this contract we have investigated an alternative to this 
design that implements an optoelectronic (OE) memory hierarchy in which the virtual address 
space of a process is implemented in an optical page oriented memory. The primary advantage of 
this structure is the reduction in average memory access time enabled by the parallelism that is 
inherent in free space transfers of optical memory pages. 
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Figure 1: OE Cache Memory System Configuration 

A central focus of this effort was an implementation of a proof-of-concept prototype. Figure 
1 shows a block diagram of the prototype configuration and Figure 2 is a bitmap image of the OE 
cache board that was built. The cache board is implemented as an add-on memory controller on 
the PCI bus of a Gateway 2000 Model P5-133 personal computer. All of the components shown 
in Figure 1, except for the OE cache, detector array and the optical memory, are packaged in the 
standard system configuration for this PC. The optical memory is accessed in 512x512 bit pages 
which are transferred by row through a 512 bit ribbon cable bundle to the OE cache board. The 
OE cache and controller board is implemented on a long geometry PCI bus add-on card. 



FIGURE 2 - Image of Prototype OE Cache Module 

As with its electronic counterpart, the OE memory hierarchy has at its top two levels a 
primary and secondary cache. The primary cache and the cache controller are integrated into the 
processor chip. Below these levels is the OE cache that, unlike the primary memory, is logically 
transparent to the processor address space. This allows the optical memory to appear to the 
processor as an extension of (or replacement for) the primary memory. Thus, the instructions and 
data of executing programs are accessed directly from the optical memory with latency hidden 
by the OE cache. 
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Figure 3: OE Cache Module Block Diagram 



Figure 3 shows a block diagram of the OE cache and controller board. The design is based on 
a "slice" architecture that can be easily adapted to various optical memory page sizes. Two, 128- 
bit, slices are shown in the figure. Access to the PCI bus is via an AMCC 5933 PCI controller 
chip that is configured to appear on the PCI bus as an add-on memory controller. It operates in 
pass-though mode and primarily functions to demultiplex address and data information as well as 
to provide synchronization between the bus and the optical cache controller. The OE cache 
controller is implemented in a Xilinx 4K series FPGA. It accepts address and synchronization 
signals from the PCI controller and uses 4-way set associative mapping to determine if an 
address is available in the optical cache. If it is, the SRAM modules in the cache are accessed. If 
not, the address of the requested page is passed on to the optical memory controller. Once the 
optical memory has been accessed, incoming pages are transferred in parallel by line from the 
detector array into the OE cache RAMS. 
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Figure 4: Cache Memory Layout 

This implementation requires that the SRAMs in the OE cache are accessible either as 32-bit 
words on the PCI bus or as 128-bit rows from the optical memory page. Figure 4 shows how this 
organization is mapped into the memory array by the Mux/Ecc FPGA modules. Each cell in the 
figure is a 16-bit word and the entire array appears to the OE cache controller as a 4Mb linear 
address space. These cache addresses are shown to the left of the diagram. Each PCI bus 
reference accesses up to 4 bytes or memory, such as in the block shown diagonally shaded in the 
lower right of the figure. The dark shaded column in the figure represents all of the data in a 
single 64Kxl6 SRAM chip. Eight such SRAM chips are accessed in parallel from the optical 
memory interface and each page of optical memory is loaded into 128 sequential row addresses 



as shown by the medium shaded area. Thus, each page of optical memory is mapped into the 
cache address space as a 32Kb line of OE cache shown as the medium shaded area above. 

1.2    Detector 

In addition to the interface card we have designed and implemented a 128x128 bit parallel 
detector array chip for data readout from the optical memory. The readout is an active pixel 
sensor array built under a subcontract to Parallel Solutions Inc, of San Diego. The chip receives 
up to 128x128 optical data inputs on the APS array and two additional dedicated optical signals 
(these signals can also be received electrically if not available optically, however they would 
have to be synchronized to the optical data frames). Of these two additional signals, the "optical 
reset" clears all the on-board registers and latches and the "optical clock" has a half period equal 
to the period at which images are being imaged to the chip. 

A block diagram of the detector chip is shown in Figure 5. A complete description of this device 
including modes of operations, software interface, and electrical signal definitions can be found 
in the Interface Control Document included in the appendix. 
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1.3    Advance Issues: ECC 

In addition to implementation of the interface card and detector array, we have investigated a 
number of advanced technological issues including the implementation of ECC firmware for the 
optical memory system. The ECC code used is a 128-bit spectral Reed Solomon Code 
implemented in Xilinx 4K series FPGAs which are labeled as the Mux/Ecc chips in Figure 3. 

The role of the these chips is two-fold. First, they support the data paths necessary for 
alternately accessing the memory by optical page line and PCI word. Data paths can be 
established in each chip between 64 bits of an incoming optical memory line and the SRAM I/O 
line. In another configuration any 16 of the 64 SRAM I/O lines can be selected for transfer to the 
PCI bus. Second these chips provide for the introduction of Error Checking and Correcting 
(ECC) logic operating over the incoming data stream. Error correction is performed in real time 
on each line of the incoming data. The OE cache controller handles synchronization and controls 
the transfer. While loading the incoming optical data, the cache controller simultaneously 
monitors the data stream and latches the requested word into an internal buffer. This allows the 
memory request to be satisfied without the additional cycles required for a second access to the 
OE cache SRAMS. 

1.3.1    Reed Solomon Codes 

Reed-Solomon codes are a class of non-binary, linear block codes that offer multiple error 
correcting capability. Unlike a binary code, a linear block code treats the data to be encoded as 
message block of k symbols where each symbol is encoded in ra-bits and represents an element 
of a finite field of size 2m . An example codeword is shown in Figure 6. The codeword is built 
by appending (n-k) extra symbols to the message string to produce a block with a total length of 
n symbols. This rowi-bit word is referred to as an (n,k) Reed-Solomon (RS) code and has random 
error correction capability t = (n-k)/2 symbols. In the FPGA implementation a sixteen element 
field was chosen yielding m=4, «=15 and k=9 and a 60-bit, (15,9) RS code word. 

4-bit syrrbols in (15,9) code word 

9 data symbols 6 check symbols 

Rgure 6: Sample Codeword 



The specifics of the encoding and decoding operations are shown in Figure 7. An //-symbol 
unencoded data word is assumed to consist of k data symbols and n-k check symbols. The n-k 
check symbols are initially set to the zero symbol, the additive identity element in the field. For 
coding purposes, the entire string of symbols is interpreted as a vector, V, in the spectral domain. 
The encoding operation is an inverse Finite Field Fourier Transform (FFFT) which produces a 
vector of symbols, v, in the temporal domain. This is the encoded data word that is stored in the 
memory system. 

/TbitsV 

Figure 7: Spectral Reed Solomon Encoding/Storage/Decoding 

After being stored and retrieved from the optical memory, the data is processed by the multi-stage 
decoding and correction logic. The decoding step consists of a forward FFFT to restore the original 
spectral data vector. If errors were introduced during storage and retrieval, the error can be 
represented in temporal space as a vector e such that the received vector v is the (finite field) sum of 
code word d and error vector e. 

v = d + e 

After decoding, the linearity property of the FFFT operation provides that: 

V = D + E 

also holds in the spectral domain. However, since six of the D terms in the original code word 
were appended as zero constants, the symbols in this portion of the code word represent elements 
in the error vector only. These non-zero elements in the check portion of the retrieved vector V 



are the starting point for the correction algorithm. The goal of the correction algorithm is to 
calculate the remaining elements in the error vector E, such that when these elements are added 
to the elements of V, the original data is restored. 

The first stage of error correction calculates the coefficients of a function called the error 
locator polynomial. The error locator polynomial, A(x), is defined such that if an error, eh occurs 
at location / in the temporal space then a'1 is one of its roots. Due to the way in which A(x) is 
defined, the inverse FFFT of this polynomial, A(x) = FFFTl(A(x)), has the very important 
property that X,*e,=0, V i e {0... n -1}. Application of the convolution theorem results in this 

set of n equations, which can be used to determine the coefficients of A and the unknown 
components of E: 

YjAjEH(modxn) = 0,i = 0X. ..n-\ 
j=0 

There will exist a subset oft of these equations which contain only the 2*t known components of 
E and the t + 1 coefficients of A. Making use of the fact that A0 = 1, this reduces to a system oft 
equations with t unknowns which can be solved for the values of Ah ..., At. This solution can be 
obtained through several different methods, our choice being the iterative Berlekamp-Massey 
(BM) algorithm. 

Once the error locator polynomial has been calculated, the A coefficients can be used with the 
remaining equations from the convolution result to calculate the unknown symbols of E in a 
process known as recursive extension (RE). The RE stage determines the remaining terms of the 
error vector by stepwise solution of the remaining equations, producing one new term per 
equation. Finally each of the calculated terms in the error vector is added (equivalent to 
subtraction in a finite field) to the retrieved data to regenerate the original data. 



We have verified the functional correctness of the algorithm using a software implementation. 
Figure 8 shows a sequence of images beginning with raw unencoded data, followed in sequence 
by the encoded data, encoded data with errors introduced, decoded and uncorrected data, and 
corrected data. 

Original Encoded 

1% noise 

Corrected decoded/uncorrected 

Figure 8 : Functional Simulation of ECC Algorithm 

1.3.2   Firmware Architecture 

In this section, we describe the implementation of a Spectral RS decoder in a single Xilinx 
XC4036EX, field programmable gate array (FPGA) device. As we mentioned above, this is a 
firmware solution that allows different versions of the software to be loaded as necessary for 
testing, debugging, and optimizing alternate configurations. The circuitry itself is designed in 
VHDL (FHSIC hardware Description language), which provides for a textual description of the 
algorithm much like a conventional programming language. Software tools synthesize the logic 
directly from this description and place and route tools map the logic into the combinational 
logic blocks (CLBs) and interconnection network of the FPGA. 



One of the principle advantages of this firmware approach is to allow multiple versions of the 
ECC algorithm to be implemented on the same hardware. Given that the topological error 
characteristics of various optical memory materials may vary, we have anticipated this fact by 
implementing several versions of the ECC algorithm that differ in the way that code words are 
mapped to the surface of a memory page. Figure 8 show four examples which range from a 
linear mapping of the 15 symbols across of single horizontal line, through various blocking 
patterns, to a vertical mapping in which each symbol of an input line is from a separate code 
word. This has a secondary hardware/performance tradeoff effect, that will be explained below 
after a brief outline of the FFFT implementation. 

-► Increased Throuahpu 
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As explained above the jfc-th symbol of the FFFT is computed from: 

/=0 

where the operations for multiplication and addition are defined by the finite field algebra. In 
GF(24), where each symbol consists of four bits, these operations are defined by a combinational 
logic function of 8 inputs and 256 outputs. While addition is easily implemented as a bit-wise 
XOR operation, multiplication cannot be readily minimized and requires over 30 gates, (5 CLBs 
in an FPGA) to implement. Although the most obvious realization of the FFFT operation is to 
compute Vi by a multiplication addition tree, this would require some 225 multipliers and would 
consume most of the capacity of available reconfigurable logic devices. However, unlike a 
conventional FFT operation, finite field FFT's can be implemented such that one of the two input 
symbols, a'*\ is known a-priori for each of the 15 multiply operations of the k-Xh. term. Thus, 
each of these multiply operations can be implemented as a 4 input, 16 output function which can 
be implemented in 2 CLBs. Using these simpler multiply operations, the multiply-add circuitry 
for the Jfc-th term can be built as shown in Figure 9. 

To complete the implementation of the FFFT, pipeline registers must be added in order to 
meet timing specifications. These are arranged in two groups, one group along the rows of the 
FFFT array such that a new partial sum for each term in V is computed in each clock cycle. 
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Figure 10: FFFT Pipeline organization for several codeword topologies 

These registers are shown as green blocks in Figure 10. Another group of registers, not shown in 
Figure 10, buffers the input code word to delay the input of each v term until the partial sum has 
propagated to the corresponding column. Note the difference in pipeline depth and clock rate 
based in the code word topology. All three of the configurations shown generate one complete 
FFFT per clock cycle. However, the deepest pipeline has a 15 times greater throughput rate since 
it computes one partial result for each of 15 different code words on each clock cycle. The cost 
of this speedup is additional hardware for pipeline registers and buffering. 

Figure 11 shows measured performance data for several implementations with varying 
pipeline depth. For one, three, and five-deep pipelines, performance improves as expected with 
pipeline depth. However, an interesting anomaly occurs for the deepest pipeline. Since these 
designs are being synthesized in Xilinx 4K series FPGAs, device clock rates are limited by the 
number of CLBs that lie along the critical delay path. Since each CLB contains part of the logic 
and two bits of the pipeline register for each stage, the number of CLBs in a path depends on the 
ratios of logic within each pipeline stage to the number of bits in the pipeline register. The 15 
deep pipeline exceeds the optimal ratio and the design must be spread across multiple CLBs in 
order to support additional pipeline register bits. 
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3 5 
Pipeline Depth 

Figure 11: FFFT Pipeline Clock Rate (Throughput) vs Depth 

The final stages of the ECC implementation, the Berlekamp-Massey(BM) computation and it's 
recursive extension are described in a paper included in the appendix to this report. 

U 



2    Specific Accomplishments 

The following tasks were accomplished. Details of the design including system organization, 
performance data, multi-threshold detector interface, and firmware algorithms for the cache 
controller and the pipelined SRS/ECC algorithms were published in numerous technical 
publications. Copies of these publications are attached in the Appendices. 

1.   Design  and  fabrication of a prototype optoelectronic  cache  memory interface board 
including: 

Design of a PCI Bus compliant 8 level printed circuit board 

Mixed 5 and 3.3 Volt supplies for minimum power consumption 

Support for 16MB of SRAM cache 

128 x 128 bit optical memory page size expandable to 512 x 512 

High speed, row parallel loading at 33MHz 

PCI interface 

Controller and interface for detector chip and optical memory 

Cache memory/optical detector interface in FPGA firmware 

Full caching supported using NUR/LRU algorithm 

Implementation of a new Linux O/S kernel to enable the interface to work transparently 
with application programs 

Development of a Multiple Sample/Threshold detector interface 

Design of a 128x128 APS detector array 

128x128 Input pixels 

7 
35x35 um  pixels with 45% fill factor (could reach 100% if micro-lenses were integrated 
on top of the chip) 

Maximum Optical Frame Rate: 200 KHz 

Minimum Optical Power: 1 nW/pixel 

Minimum Contrast Required at minimum power level: 2:1 

Max. Digital Output: 128 lines at 50 Mbits/sec => 6.4 Gbits/sec 

2 Chip Area: 8x8 mm 

128 on-chip parallel 8-bit A/D: 800 Msamples/sec 

12 



• Comparison to 16 programmable thresholds per pixel 

• Programmable Array Size (within 128x 128) 

• Programmable Integration Time 

• Single frame or continuous readout 

3.   Implementation of Spectral Reed Solomon ECC Firmware 

• Spectral Reed-Solomon ECC coding research and development for page oriented optical 
memory applications 

• Implementation of highly pipelined SRS/ECC codes in FPGA 

• Implementation of Cache Controller, Bus Multiplexer, ECC in 50MHz FPGA technology 

The results of this effort are embodied in the final Programmable O/E Cache interface board 
completed at the University of Pittsburgh in September of 1998 and delivered to the Air Force 
Research Laboratory. 

13 
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Design and Implementation of an Optical Page 
Oriented Virtual Memory for a Personal Computer 

Donald M. Chiarulli, Department of Computer Science, University of Pittsburgh, 
Pittsburgh, PA, 15260 +1-412-624-8839, FAX: +1-412-624-5249 

Steven P. Levitan, Department of Electrical Engineering, University of Pittsburgh, 
Pittsburgh, PA, 15260 +1-412-648-9663, FAX: +1-412-624-8003 

Summary 
We describe a prototype system which transparently places a page oriented optical 

memory into the memory hierarchy of a personal computer. 
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Design and Implementation of an Optical Page 
Oriented Virtual Memory for a Personal Computer 

Donald M. Chiarulli 
Department of Computer Science 

University of Pittsburgh, Pittsburgh PA 15260 

Steven P. Levitan 
Department of Electrical Engineering 

University of Pittsburgh, Pittsburgh PA 15260 

Hierarchical memory systems have been an 
integral part of computer system design for 
nearly three decades. In modern personal com- 
puter systems, the virtual address space of a 
process is implemented on a swapping disk 
which is at the bottom of a hierarchy consist- 
ing of a primary memory and multiple cache 
levels. This paper describes an alternative to 
this design that implements an optoelectronic 
(OE) memory hierarchy in which the virtual 
address space of a process is implemented in 
an optical page oriented memory. The primary 
advantage of this structure is the reduction in 
average memory access time enabled by the 
parallelism which is inherent in free space 
transfers of optical memory pages. 
In previously published results[l] we have pre- 
sented simulation data which suggests that a 
reduction of several orders of magnitude in the 
average memory access time is possible when 
compared to a disk-based/electronic memory 
hierarchy. In this discussion we present the 
design of a prototype system being built at the 
University of Pittsburgh in collaboration with 
2-photon 3D memory group at UCSD[2]. We 
are also investigating a number of issues relat- 
ing to address mapping, replacement strategy, 
and memory coherence in the context of an OE 
memory hierarchy. 
Figure 1 shows a block diagram of the proto- 
type. The prototype is implemented as an add- 
on memory controller on the PCI bus of a 
Gateway 2000 Model P5-133 personal com- 
puter. All of the components shown in Figure 
2, except for the OE cache, detector array and 
the optical memory, are packaged in the stan- 
dard system configuration for this PC. The 

optical memory is accessed in 512x512 bit 
pages which are transferred by row through a 
512 bit ribbon cable bundle to the OE cache 
board. The OE cache and controller board is 
implemented on a long geometry PCI bus add- 
on card. 
As with its electronic counterpart, the OE 
memory hierarchy has at its top two levels a 
primary and secondary cache. The primary 
cache and the cache controller are integrated 
into the processor chip. Below these levels is 
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Figure 2: OE Cache Block Diagram 

the OE cache which, unlike the primary mem- 
ory, is logically transparent to the processor 
address space. This allows the optical memory 
to appear to the processor as an extension of 
(or replacement for) the primary memory. 
Thus, the instructions and data of executing 
programs are accessed directly from the opti- 
cal memory with latency hidden by the OE 
cache. 

Figure 2 shows a block diagram of the OE 
cache and controller board. The design is 
based on a "slice" architecture which can be 
easily adapted to various optical memory page 
sizes. Two, 128-bit, slices are shown in the fig- 
ure. Access to the PCI bus is via an AMCC 
5933 PCI controller chip which is configured 
to appear on the PCI bus as an add-on memory 
controller. It operates in pass-though mode 
and primarily functions to demultiplex address 
and data information as well as to provide syn- 
chronization between the bus and the optical 
cache controller. The OE cache controller is 
implemented in a Xilinx 4K series FPGA. It 
accepts address and synchronization signals 

from the PCI controller and uses 4-way set 
associative mapping to determine if an address 
is available in the optical cache. If it is, the 
SRAM modules in the cache are accessed. If 
not, the address of the requested page is 
passed on to the optical memory controller. 
Once the optical memory has been accessed, 
incoming pages are transferred in parallel by 
line from the detector array into the OE cache 
RAMS. 

This implementation requires that the SRAMs 
in the OE cache are accessible either as 32-bit 
words on the PCI bus or as 512-bit rows from 
the optical memory page. Figure 3 shows how 
this organization is mapped into the memory 
array by the Mux/Ecc modules. Each cell in 
the figure is a 16-bit word and the entire array 
appears to the OE cache controller as a 4Mb 
linear address space. These cache addresses 
are shown to the left of the diagram. Each PCI 
bus reference accesses up to 4 bytes or mem- 
ory, such as in the block shown diagonally 
shaded in the figure. The dark shaded column 
in the figure represents all of the data in a sin- 
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gle 64Kxl6 SRAM chip. Thirty two such 
SRAM chips are accessed in parallel from the 
optical memory interface and each page of 
optical memory is loaded into 512 sequential 
"row" addresses as shown by the medium grey 
shaded area. Thus, each page of optical mem- 
ory is mapped into the cache address space as a 
32Kb line of OE cache. 

One effect of this large cache memory line is 
the introduction of internal fragmentation. 
This is an effect in which significant portions 
of incoming block go unused because the size 
of the block exceeds to locality characteristics 
of the application. Excessive internal fragmen- 
tation can reduce the efficiency of cache utili- 
zation and reduce the hit ratio. However, in the 
OE cache, it is possible to partition the incom- 
ing optical page in separate logical pages 
which can be independently mapped into OE 
cache lines by adjusting the line addresses of 
each partition. 

Figure 4 shows a diagram of the contents of 
the Mux/ECC chips. Also implemented in Xil- 
inx 4K series FPGAs, the role of the these 
chips is two-fold. First, they support the data 
paths necessary for alternately accessing the 
memory by optical page line and PCI word. 
As shown by the dotted lines in the figure, data 

paths can be established in each chip between 
64 bits of an incoming optical memory line 
and the SRAM I/O line. In another configura- 
tion any 16 of the 64 SRAM I/O lines can be 
selected for transfer to the PCI bus. Second 
these chips provide for the introduction of 
Error Checking and Correcting (ECC) logic 
operating over the incoming data stream. The 
reconfigurable logic devices as well as the 
position of the chips relative to the data 
streams allows experimentation with a variety 
of algorithms operation on the data either as it 
is incoming from memory, or outgoing to the 
PCI bus. 
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■M ► 

64 bits 

PCI bus 
16 bits 

Data in 
from 
Detector 

Figure 4: Bus Mux/ECC configurations 

Alternative implementations are also under 
study using smart pixel arrays to combine the 
functions of the detector array and OE cache 
RAM onto a single device. This implementa- 
tion will support the full parallel transfer capa- 
bility of the optical memory. 

This work has been supported in part by the 
United States Air Force, AFMC/Rome Labora- 
tory/PKRL, under contract #1-6-4284. 
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Abstract 

We present the architecture of an optoelectronic cache 
that integrates an optical memory into the memory 
hierarchy of a personal computer, thereby supporting 
terabit address spaces with effective access times 
comparable to the cycle time of the CPU. This enables 
optical terabit technologies to transparently provide low 
latency secondary memory with frame sizes comparable 
to disk-pages and speed approaching that of electronic 
secondary cache memories. We describe a prototype 
system which transparently places a page oriented optical 
memory into the memory hierarchy of a personal 
computer and simulation results which predict the 
performance of this system. 

Introduction 

One of the most significant trends in computer archi- 
tecture in recent years has been the continuing increase in 
the ratio of the access time for large memories to the cycle 
time of clock level CPU operations. In order to reconcile 
this difference, system designers have adopted hierarchi- 
cal memory systems which exploit locality behavior in 
memory access patterns to hide the latency of the memory 
system. For example, in modern personal computer sys- 
tems, the address space of a process is implemented on a 
swapping disk which is at the bottom of a hierarchy, such 
as the one shown in Figure 1(a), which includes a primary 
memory level and multiple cache levels. In such a system, 
the primary cache level, built on the processor chip, typi- 
cally captures 95% or more of the memory references and 
responds to these with an access time of one or two CPU 
clock cycles. The remaining references must access the 
larger and slower lower levels of the hierarchy. Each level 
in turn replaces a block of memory when accessed, rather 
than a single location in the level above. By replacing a 
block, the access time of the lower level is amortized over 
a collection of future references which locality behavior 
predicts will be confined to a small set of such blocks. 

Thus, the average memory access time of the system is 
dominated by the large percentage of primary cache 
accesses. 

This paper describes an alternative implementation 
based on an optoelectronic (OE) memory hierarchy in 
which the address space of a process is implemented in an 
optical page oriented memory. This alternative, as shown 
in Figure 1(b), retains the primary and secondary cache 
levels of the electronic hierarchy but replaces the swap- 
ping disk with an optical page-oriented memory and the 
primary memory with a new level, called the OE cache 
level. Unlike primary memory, the OE cache level is 
transparent to both the processor and the operating sys- 
tem. The address space of a process is instantiated directly 
in the optical memory. The OE cache, receives pages of 
optical memory data in parallel through a free space opti- 
cal interconnect. Each page is stored in cache and treated 
as a single block. On the processor side, the same data can 
be transferred from the OE cache to the secondary cache 
along the system bus. 

A distinguishing feature of the OE cache is its signifi- 
cantly larger line size than is typical for primary memory. 
A memory line, (also commonly known as a cache line) is 
the amount of data transferred between levels of the hier- 
archy when a memory fault (or equivalently, a cache miss) 
occurs. Thus, the size of a line at a particular level is a 
trade-off between the locality supported within the mem- 
ory traffic and the efficiency to which the cache is utilized. 
A large cache line more loosely constrains memory access 
locality. However, large cache lines may also bring into 
the cache fragments of unused memory. This effect is 
called internal fragmentation. In a conventional memory 
the cost associated with internal fragmentation can be sig- 
nificant since the fault service time is typically linearly 
related to the line size. However, in the OE cache, the 
(much larger) line size is determined by the width of the 
optical memory word. The parallel access characteristics 
of an optical memory make it possible to transfer cache 
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Figure 1: Hierarchical Memory System 

lines to and from the optical memory in a single access 
time. This is substantially faster than the equivalent trans- 
fer from a magnetic disk which must allow for both rota- 
tional latency and serial transfers. In previously published 
results[l] we have presented simulation data which sug- 
gests that a reduction of several orders of magnitude in the 
average memory access time is possible when compared 
to a disk-based/electronic memory hierarchy. We are also 
investigating a number of issues relating to address map- 
ping, replacement strategy, and memory coherence in the 
context of an OE memory hierarchy. In this paper we 
present the design of a prototype system being built at the 
University of Pittsburgh in collaboration with 2-photon 

3D memory group at UCSD[2]. 

Prototype system 

Figure 2 shows a block diagram of a prototype per- 
sonal computer system with an optoelectronic memory 
system. The prototype is implemented as an add-on mem- 
ory controller on the PCI bus of a Gateway 2000 Model 
P5-133 personal computer. All of the components shown 
in Figure 2, except for the OE cache, detector array and 
the optical memory, are packaged in the standard system 
configuration for this PC. The optical memory is accessed 
in 512x512 bit pages which are captured on an external 
detector head and are transferred by row through a 512 bit 
ribbon cable bundle to the OE cache board. A single, long 
geometry PCI bus board implements the OE cache mem- 
ory, bus multiplexing circuits, and the cache controller. 
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Figure 2: Prototype Block Diagram 
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Figure 3 shows a block diagram of the OE cache and 
controller board. The design is based on a "slice" archi- 
tecture which can be easily adapted to various optical 
memory page sizes. Two, 128-bit, slices are shown in the 
figure. Access to the PCI bus is via an AMCC 5933 PCI 
controller chip which operates in pass-though mode and 
primarily functions to demultiplex address and data infor- 
mation as well as to provide synchronization between the 
bus and the optical cache controller. The OE cache con- 
troller is implemented in a Xilinx 4K series FPGA. It 
accepts address and synchronization signals from the PCI 
controller and uses 4-way set associative mapping to 
determine if an address is available in the optical cache. If 
it is, the SRAM modules in the cache are accessed and 
data is returned directly to the PCI bus via the Bus Mux/ 
Ecc circuitry. If not, the address of the requested page is 
passed on to an external optical memory controller which 
initiates an optical memory access. Once the requested 
page of optical memory is available at the detectors, 
incoming data is transferred in parallel by line from the 
detector array into the OE cache SRAMS. Synchroniza- 

tion and control of the transfer is handled by the OE cache 
controller, and once again, the incoming data is routed via 
the Bus Mux/Ecc circuitry. Simultaneously with loading 
the incoming optical data, the cache controller monitors 
the data stream and latches the requested word into an 
internal buffer. This allows the memory request to be sat- 
isfied without the additional cycles required for a second 
access to the OE cache SRAMS. 

Cache organization 

In this implementation the SRAMs in the OE cache 
are accessible either as 32-bit words on the PCI bus or as 
512-bit rows from the optical memory page. Figure 4 
shows how this organization is mapped into the memory 
array by the Mux/Ecc modules. Each cell in the figure is a 
16-bit word and the entire array appears to the OE cache 
controller as a 4Mb linear address space. These cache 
addresses are shown to the left of the diagram. Each PCI 
bus reference accesses up to 4 bytes of memory, such as in 
the block shown diagonally shaded in the figure. The dark 
shaded column in the figure represents all of the data in a 
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single 64Kxl6 SRAM chip. Thirty two such SRAM chips 
are accessed in parallel from the optical memory interface 
and each page of optical memory is loaded into 512 
sequential "row" addresses as shown by the medium grey 
shaded area. Thus, each page of optical memory is 
mapped into the cache address space as a 32KB line of 
OE cache. 
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16 bits 

Data in 
from 
Detector 

Figure 5: Bus Mux/Ecc configurations 

Figure 5 shows a diagram of the contents of the Mux/ 
Ecc chips. Also implemented in Xilinx 4K series FPGAs, 
the role of the these chips is two-fold. First, they support 
the data paths necessary for alternately accessing the 
memory by optical page line and PCI word. As shown by 
the dotted lines in the figure, data paths can be established 
in each chip between 64 bits of an incoming optical mem- 

ory line and the SRAM I/O pins. In another configuration 
any 16 of the 64 SRAM I/O lines can be selected for 
transfer to the PCI bus. Second, these chips provide for 
the introduction of Error checking and correcting (Ecc) 
logic operating over the incoming data stream. The recon- 
figurable logic devices as well as the position of the chips 
relative to the data streams allows experimentation with a 
variety of algorithms operating on the data either as it is 
incoming from memory, or outgoing to the PCI bus. 

Performance analysis 

Since the prototype system contains both an electronic 
and an optoelectronic memory hierarchy we have con- 
structed a simulation model capable of analyzing the rela- 
tive performance of a program running either with its 
address space defined on the swapping disk, or in the opti- 
cal memory. In both cases, the program uses the same pri- 
mary and secondary cache structure. For the primary 
memory/swapping disk case, secondary cache misses are 
handled with a fixed access time of 100ns for hits. Sec- 
ondary cache misses in the OE memory case are handled 
with a fixed access time of 150ns for hits. The additional 
access time is due to the additional overhead of memory 
access via the PCI bus versus the processors private mem- 
ory bus. The model for access to the swapping disk 
assumes an average seek time of 10ms and a data transfer 
rate of 100Mb/s. Page size for the primary memory is 2K 
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bytes. The optical memory is assumed to have an average 
access time of 10ms and a page size of 512x512bits, or 
32K bytes. Both models use NUR replacement to select 
the locations of incoming blocks. 

The benchmark program was an implementation in C 
of the heap sort algorithm with the code instrumented to 
trace all memory accesses. The fault rate was recorded as 
the program was run under each of the two memory mod- 
els while varying the size of the primary memory or OE 
cache for each run. Figure 6 shows a plot of the average 
memory access time versus memory size for each of the 
memory models. 

This plot demonstrates the performance improvement 
of the OE versus electronic memory system. As the mem- 
ory (or cache) size is increased, the hit rate, (the number 
of references accessed from within the cache) increases 
and the average memory access time decreases. In the 
case of the OE cache, the large block size causes the hit 
rate to increase more quickly as more data is brought in 
per transfer. Since the average access time is a weighted 
sum of the access time of each level, weighted by the hit 
ratio, the larger block transfer has a significant impact on 
the average access time even for relatively high hit ratios. 
Although both systems have approximately the same 
latency for a miss, OE cache misses transfer sixteen times 
more data than a corresponding miss in the electronic sys- 
tem. Therefore, the OE cache pays the latency penalty for 
misses far less often that an electronic implementation 

with the same memory size. Even in the limit, as the 
memory size grows to accommodate the application, the 
parallel transfer rate of the OE memory system shows a 
two order of magnitude difference in performance. 

Future Work 
We intend to use the prototype to investigate a number 

of performance related issues as well as algorithms for 3D 
spatial Ecc. Additionally, we are currently investigating 
the relationship between various competing technologies 
for the optical memory and the smart pixel array used in 
the cache. These technology choices must be considered 
in the context of architectural issues such as the address 
translation mechanism, frame size at each level of the 
memory hierarchy, write policy, replacement algorithms, 
and coherency support mechanisms for multiprocessor 
implementations. 

This work has been supported in part by the United 
States Air Force, AFMC/Rome Laboratory/PKRL, under 
contract #1-6-4284. 
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ABSTRACT 

We present an investigation of the architecture of an optoelectronic cache which 
can integrate terabit optical memories with the electronic caches associated with 
high performance uni- and multi- processors. The use of optoelectronic cache 
memories will enable these terabit technologies to transparently provide low 
latency secondary memory with frame sizes comparable to disk-pages but with 
latencies approaching those of electronic secondary cache memories. This will 
enable the implementation of terabit memories with effective access times compa- 
rable to the cycle times of current microprocessors. The cache design is based on 
the use of a smart-pixel array and combines parallel free space optical I/O to-and- 
from optical memory with conventional electronic communication to the processor 
caches. This cache, and the optical memory system to which it will interface, pro- 
vides for a large random access memory space which has lower overall latency 
than that of magnetic disks and disk arrays. In addition, as a consequence of the 
high bandwidth parallel I/O capabilities of optical memories, fault service times 
for the optoelectronic cache are substantially less than currently achievable with 
any rotational media. 

This research has been supported, in part, by a grant from the Air Force Office of 
Scientific Research under contract number F49620-93-1-0023DEF 
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Introduction 
Hierarchical memory architectures are based on two fundamental paradigms of computer 

architecture: a hardware paradigm that smaller is faster, and a software paradigm that programs 
access memory in patterns that exhibit spatial and temporal locality. Thus the latency inherent in 
the access to a large memory can be hidden in a pyramid with small and fast memory modules at 
the top, closest to the processor, and large, slower, memories at the bottom. Optical and optoelec- 
tronic memory devices offer the potential for building very large memories at the lowest level of 
the hierarchy. Unlike magnetic disks, optical memory provides random access throughout the 
address space as well as high bandwidth and highly parallel data transfers. Key to the successful 
design of such a system is the resolution of architectural issues such as the address translation 
mechanism, frame size at each level, write policy, replacement algorithms, and coherency support 
mechanism[PHH88]. Recent developments in the integration of silicon and optoelectronic tech- 
nology such as FET-SEEDs or VCSELs [OKKea95, Nef94, Dic91, LM93, ea95] have provided 
the devices necessary to build such a system. In this paper we present an investigation into the 
feasibility and design parameters of a seamless optoelectronic memory hierarchy which utilizes 
an optoelectronic cache. 

Address Space 

Address Space 
4 ». 

(a) Historical (b) Modern Systems (c) Proposed Architecture 

Figure 1: Memory Hierarchy Evolution 

As shown in Figure 1, in the conventional description of a memory hierarchy, a distinction is 
made between secondary memory, primary memory, and each level of cache memory. This dis- 
tinction was originally based on the visibility of the memory relative to a machine language 
instruction. In this historical context, shown in Figure 1(a), primary, or main, memory was 
defined by the program address space and secondary memory, or backing store, was associated 
with input and output. Caches, to the extent they existed, were invisible, and were first imple- 
mented as a buffer between the processor and primary memory. In modern systems, shown in Fig- 
ure 1(b), caches are implemented routinely and typically exist in multiple levels, with the first 
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level cache integrated into the processor itself. The distinction between primary and secondary 
memory has been significantly blurred by address segmentation and virtual memory systems. 
Typically, secondary memory now supports the program address space, parts of which are 
swapped on demand into a semiconductor RAM primary memory level. In this proposal, we dis- 
pense with the notion of distinct primary and secondary memories. As shown in Figure 1(c), we 
merge these levels into a single optoelectronic memory at the lowest level of the hierarchy. The 
processor address space is directly supported in the optical memory. All levels between this opti- 
cal memory and the processor are transparent to the processor and therefore are referred to as 

cache levels. 

Figure 2(a), shows a block diagram of a physical realization of an optoelectronic memory sys- 
tem for a uniprocessor and Figure 2(b) shows a realization for a multiprocessor application. 
Reflected in these designs is the fact that most state-of-the-art processors use a two level cache at 
the top of the memory hierarchy with a cache controller for these levels integrated on the proces- 
sor chip. The top level, or primary cache is a small on-chip memory. The secondary cache is 
somewhat larger and is off chip. These caches typically have access times on the order of the pro- 
cessor clock period and data transfers between them are in the range often to one hundred words. 
At the lowest level, the optical memory provides high capacity data storage. Between these levels, 
the optoelectronic cache level links the secondary cache with the optical memory level. The opto- 
electronic cache is a dual ported electronic memory with an optical port which connects to the 
optical memory and an electronic port which connects to the levels above. 

In the shared memory multiprocessor application shown in Figure 2(b), the optoelectronic 
cache serves the same function. However in this design, it is assumed that the cache is either mul- 
tiported or banked to provide multiple access points on the electronic interface. An interconnec- 
tion network exists between the optoelectronic cache and the processor secondary caches. 
Alternative designs may eliminate this interconnection network by duplicating the optoelectronic 
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cache at each processor and providing interconnect at the optical memory level. Similarly, both 
local and distributed memory models might be supported since it is possible to implement the 
optical memory such that both local and networked banks of memory exist. Thus, the optoelec- 
tronic cache is also an enabling technology for future multiprocessors that use large shared optical 
memory systems. 

In this paper we present an investigation into the design of a new optoelectronic cache level 
that will interface a terabit optical memory to the electronic caches associated with one or more 
processors. The cache level is based on the use of smart-pixel array technology and will combine 
parallel free-space optical I/O to an optical memory with conventional electronic communication 
to the processor caches. The optoelectronic cache, and the optical memory system to which it will 
interface, will provide for a large random access memory space that will have a lower overall 
latency than magnetic disks or disk arrays. 

In the next section we briefly present the context of current, or proposed optical memory sys- 
tems and present our model for the optoelectronic interface to these memories. Next we outline a 
specific design for an optoelectronic cache and cache controller. We then present a preliminary 
performance analysis based on analytical results and simulation data. We conclude with our antic- 
ipated results and a workplan to achieve our research goals. 

Background 
There are a number of competing optical memory technologies currently being investigated. 

We focus on non-rotational read/write media. This is because the access time of all rotational 
media based systems precludes their use as operating system transparent memories. That is, the 
latency of these devices would necessitate a process context switch in the case of a fault. 

"3-D" optical memory systems on the other hand, have the potential of both fast access times 
as well as large capacities [Ese89]. Typical examples of these systems are: 

• Spectral hole burning for memories at low temperatures [WBB85, CRW91 ], and the possibil- 
ity of room temperature devices [ALWR91]. 

• Photorefractive materials for holographic storage [BMP94]. 
• Two photon systems [FHPea93]. 

All have the common characteristics of high access bandwidth, supported largely by parallel 
access. Specifically, each reference returns a frame of data, where the term frame refers a large 
collection of bits typically related by membership in a specific data structure such as an image bit- 
map. In this discussion we select a less restrictive and technology independent model for the opti- 
cal memory. The model assumes only that it is a high capacity memory with access parallelism 
modelled as a long word length. As with a conventional memory hierarchy, the access time is 
assumed to be significantly longer (two to three orders of magnitude) than the clock period of the 
processors. Input and output ports for the optical memory are assumed to be a free space optical 
interconnect with the number of channels corresponding to the number of bits in the memory 
word. However, given current or near term technology limits, it may be necessary to multiplex the 
optical system in order to accommodate limitations on the density of EO device integration. 
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Figure 4: OE cache address consisting of optical memory word and offset 

Optoelectronic Cache Architecture 
In this section we present a realization of the optoelectronic (OE) cache level in the OE mem- 

ory hierarchy. As shown in Figure 1(c), the cache is in the same position as the primary memory 
in a conventional hierarchy. However, unlike primary memory it is transparent to both the proces- 
sor and the operating system. This level is the interface between the optical memory backing 
store and the secondary cache associated with the processor. Another distinguishing feature of 
the OE cache is its significantly larger line size then is typical for primary memory. A memory 
line, (also commonly known as a cache line) is the amount of data transferred between levels of 
the hierarchy when a memory fault (or equivalently, a cache miss) occurs. Thus, the size of a lme 
at a particular level, is a trade-off between the locality supported within the memory traffic and 
the efficiency to which the cache is utilized. A large cache line more loosely constrains memory 
access locality. However, large cache lines will also bring into the cache fragments of unused 
memory. This effect is called internal fragmentation. In a conventional memory the cost associ- 
ated with internal fragmentation can be significant since the fault service time is typically linearly 
related to the line size. However, in the OE cache, the (much larger) line size is determined by the 
width of the optical memory word. The parallel access characteristics of an optical memory make 
it possible to transfer cache lines to and from the optical memory in a single access time. This is 
substantially faster than the equivalent transfer from a magnetic disk which must allow for both 
rotational latency and serial transfers. This is a significant advantage. This obviously has an effect 
on the organization of the cache itself, and also impacts the mechanism for address translation 
and, in multiprocessor systems, coherency issues. 

Figure 3 shows a block diagram of a design for the OE cache. In this diagram, optical I/O is 
transmitted and received by an array of SEED devices shown on the right. The electronic bus, 
drawn vertically on the left, connects the OE cache to the electronic secondary cache level. The 
cache itself is modelled as a two dimensional array of bits. Each column holds one cache line 
which corresponds to one word (frame) from the optical memory. Each column is subdivided mto 
words, each the width of the processor memory bus. Each of these words is in turn connected to 
the electronic I/O bus. 

When a fault occurs in the secondary cache, the optoelectronic cache controller processes the 
address to determine if there is a cache hit in the OE cache. In other words, if the requested loca- 
tion is present in the OE cache. If a hit occurs, the controller translates the address of the 
requested location from its location in the processor address space, to an address within the OE 
cache. This address is partitioned as shown in Figure 4. Once translated, a pair of decoders handle 
the cache address. One decoder reads the high order address bits and selects all of the bits in a sin- 
gle column. Another decodes the low order bits and selects one electronic memory word within 
the selected column. Thus, when the memory is accessed from the optical memory side, an entire 
cache line is read or written simultaneously. While on the electronic side, a single word is selected 
by enabling both the corresponding cache line (column) and the corresponding word offset onto 
the electronic bus. 
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Figure 3: Optoelectronic cache block diagram 

We assume that, although Figure 3 shows the optoelectronic cache as a monolithic implemen- 
tation, it is likely that an actual implementation may partition the memory both along the word 
width and memory depth. Also, given the relative bandwidth of the optical interconnect to the two 
memories, it is possible that the optical system may be multiplexed in order to reduce the device 
count. Error detection and/or correction mechanisms can also be built into the optoelectronic 
cache by connecting this hardware to the horizontal bus carrying the optical memory word. 

A-16 



Optoelectronic Cache Memory System Architectures Chiarulli & Levitan 

Controller Architecture 
The discussion of address decoding in the previous section assumed a cache hit. In other 

words, the cache controller shown at the top of Figure 3 interpreted an incoming memory address, 
determined that the desired location was in the cache, and translated the memory address into a 
cache address. In this section we will briefly describe how such a translation might take place in 
the optoelectronic cache controller. 

Consider an n-bit memory address corresponding to a location in the data memory space of a 
processor. Assuming that the word size in the processor memory space and the word size of the 
optical memory are powers of two, this location is at some specific offset within a larger optical 
memory word. Thus the n-bit address is partitioned into fields corresponding to a location in opti- 
cal memory and the offset of the word. This organization is identical to the one shown in Figure 4 
with the exception that the high order bits now identify an optical memory word within the 
address space of the processor. In fact, it is identical to the organization of addresses at any level 
of the memory hierarchy where the high order bits select a specific memory line and the low order 
bits select the offset within the line. 

The number of bits in the high order partition of these addresses is determined by the relative 
sizes of the memory address space and each of the cache levels. Address translation is the opera- 
tion of mapping from a value for the high order bits in the memory address space to the high order 
bits (cache line number) of a cache address. There are a number of methods for accomplishing 
this translation which are well documented in the literature on memory systems [Sta87]. They 
include low latency solutions which use direct and fixed mappings. More complex methods use 
associative memory lookups, and others use hierarchical tables. Each has different characteristics 
for latency, implementation efficiency, and cache utilization. In general, address translations 
mechanisms with higher latencies tend to use the cache more efficiently and tend to support lower 
the fault rates. Thus, if the cost of fault is high, such as the case for swapping to and from disk, 
then a designer is willing to tolerate a higher latency in address translation (for either a hit or a 
miss) in order to minimize the frequency of faults. For example, in a conventional memory hierar- 
chy between primary memory and a swapping disks, fault costs can typically be on the order of 
milliseconds. Hence, the dynamic address translation algorithms used in a virtual memory system 
may add latency of two or three times the normal memory latency as overhead, in order to imple- 
ment nearly optimal replacement strategies. With an optical memory at the lowest level of the 
hierarchy, these fault costs are reduced to microseconds. Thus a significantly faster (but less opti- 
mal) address translation mechanism can be successfully implemented. 

Throughout this discussion we have assumed that the optical memory replaces both the pri- 
mary memory and disk backing store of a conventional memory system. Thus the traditional 
notion of a "virtual memory" as a process level address space is replaced by a single, large, pro- 
cessor level address space. This design is consistent with the current trends in processor design in 
which 64-bit address spaces are quite common. When an optical memory technology is used to 
populate these huge address spaces, conventional mechanisms for memory management in oper- 
ating systems will be obsolete. Both virtual memory mechanisms as well as file system organiza- 
tions will be replaced by common name space object oriented operating systems [TM93][Ant90]. 
In the near term, however, it is still possible to integrate the proposed optical memory system into 
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conventional virtual memory operating systems, which assume a unique address space for each 
process, by simply making an association between the upper bits of a optical memory address 
with the process-id of a running process. 

Performance Analysis 
In this section, we present an analysis of the relative performance of the OE memory system 

architecture in comparison to traditional memory hierarchies. 

The average memory latency I x at any level, x, of a memory hierarchy can be calculated as: 

L = 0--Px)Lx+P^(x-\) 

LQ~ ^BackingStore 

where px the fault probability, (1 -/>x) is the hit probability, and Lx is the memory access time at 
level x. L0 is the latency associated with the memory at the lowest level of the hierarchy, com- 
monly known as the backing store. In this expression we approximate the miss penalty at all but 
the lowest level to the average latency of the next lower level. This approximation is accurate if 
we assume that memory banking, or other prefetching techniques have been implemented 
between these levels. At the Z,0, level, specifically when disk drives are used as the backing store, 
is it necessary to consider the transfer time of a memory line as part of the latency. In this case, if 
Ts is the average seek time, Tr, is the average rotational latency and Tx is the transfer rate of a disk 
based backing store, the miss latency of a memory line of size nm is: 

Lfk=(Ts+Tr + nmTx) 

Alternatively, when an optical memory is used as the backing store and the entire cache line is 
transferred in parallel, only T0, the access time of the optical memory, needs to be considered: 

Ltical= T0 

Taking only this difference into account, Figure 5, is a plot of the average latency versus the hit 
rate for two, single level, memory systems. One uses disk technology as the backing store, the 
other uses an optical memory as the backing store. For this plot, Lj is set to 10ns, T0 is set to \us 
and the average disk latency is assumed to sum to 1ms. Latency on the y axis is plotted on a log 
scale and hit rates are varied only in the range of 90 to 100 percent. Clearly, the large region 
between the lines represents the potential latency improvement with an optical backing store. 
However, this improvement assumes that a given application will fault at same rate in both sys- 
tems. This may not be true, since, in the optoelectronic memory system, the line size must be sig- 
nificantly larger in order to exploit the parallelism in the memory transfers; while the 
corresponding line size in the electronic/disk based memory system will tend to be smaller, pri- 
marily in order to reduce the transfer component of the miss latency. 

The factors which influence the choice of line size in a memory system are the locality behav- 
ior of the applications, the acceptable level of internal fragmentation, the size and complexity of 
the tables used by the memory controller and the miss penalty associated with loading the mem- 
ory line into the cache. For hierarchies based on disk and disk arrays as the backing store, primary 
memory line sizes (pages) are typically on the order of 128 to 4096 bytes. Assuming an optical 
memory frame size of 1Mb, the corresponding line size for an optoelectonic cache is 128k bytes. 
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Figure 5: Latency (ns) vs. Hit Rate (%) 

Clearly, the optoelectronic memory hierarchy has the ability to replace a much large cache line 
with a lower penalty. However, given that such a large cache line will have a correspondingly 
larger amount of internal fragmentation we can expect a corresponding increase in the fault rate. 
In the next section we show that, for several applications, these internal fragmentation effects are 
minor in comparison to the performance gained due to reductions in the miss penalty. 

A-19 



Optoelectronic Cache Memory System Architectures Chiarulli & Levitan 

Simulation Results 
To investigate the relative fault rates of an optoelectronic memory hierarchy verses a conven- 

tional electronic/magnetic disk based hierarchy, we implemented models of two memory systems. 
Each has a three level hierarchy. The first version models the behavior of an electronic primary 
memory at level one with magnetic disk as the backing store. The second version models the 
behavior of an optoelectronic cache at level one with optical memory as the backing store. The 
top two levels in both models are electronic primary and secondary cache memories with identical 
characteristics. The sizes and latency associated with each level are summarized in Table 1. 

Cache Level Size Lines Line Size Hit Latency Miss Penalty 

primary 512Kb 4096 64 bytes 10 ns (lower level hit) 

secondary 2Mb 4096 256 bytes 50 ns (lower level hit) 

opto-cache/ 
main memory 

variable variable 128Kb/ 
2048 bytes 

100ns (lower level hit) 

optical memory 1000 ns 

main / disk Seek +Transfer (avg=lms) 

Table 1: Simulation Parameters 

Address translation at each level was modelled using direct mapping in the primary cache, set 
associative mapping in the secondary cache and dynamic address translation (page tables) in the 
main memory/optoelectronic cache. Direct mapping in the primary cache was implemented as 
follows. For each address, the low order six bits were treated as the offset within the 64 byte cache 
line. Of the remaining bits, which constituted the line number, the low order 12 bits were used to 
select one of the 4096 cache lines in the primary cache. The remaining high order bits in the mem- 
ory line were compared to a tag field attached to the selected cache line and which held the high 
order bits of the memory line currently stored in the cache. A match with the requested line con- 
stituted cache hit. A miss required access to the secondary cache. Address translation in the sec- 
ondary cache was set associative. Like direct mapping, the low order six bits, the offset portion, of 
the address were removed. The remaining bits were partitioned such that the low order 10 bits 
were used to select one of 1024 sets of 4 cache lines. In this case a cache hit occurred if the tag 
field of any of the four cache lines in the selected set matched the requested cache line. In the case 
of the main memory/optoelectronic cache level, table driven dynamic address translation was 
modeled. In an actual implementation this would mean that the line number portion of the address 
would be used to index a table that contained the address of the corresponding cache line, in the 
case of a hit, or a flag in the case of a miss. In order to save memory in the simulator this was 
implemented as a linear search of the tag fields in the cache (with no time penalty). This model is 
also functionally equivalent to a full associative address translation. 

Based on these two models, three applications, an image convolution, a heap sort, and a 
matrix multiplication were coded in C and instrumented to provide memory address traces for all 
data memory read operations. Each application was sized to run in a 4Mb address space. Two sets 
of runs were made for each application, one set for each memory model. Each set of runs con- 
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sisted of running the application in successfully smaller total memory sizes. Sizes ranged from 
64Mb to 128Kb (256Kb for the optical runs) for each set. The first set assumed a line (page) size 
of 2048 bytes and a fault latency of 1 millisecond for seek + DMA transfer time of (100 x 2048) 
ns. The second set assumed a 128Kb page size and 1000ns miss penalty. Figure 6 is a plot of the 
hit rate versus memory size, primary memory (Ro) or optoelectronic cache (Oo), at level one. 
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The data in Figure 6 is plotted for memory sizes ranging from 4Mb, the size at which the 
entire application can be loaded, down to 128Kb, which corresponds to a single line in the opto- 
electronic cache. The results demonstrate, for these applications, that internal fragmentation 
effects do not decrease the hit rate (increase the fault rate) except in the case of the heap sort 
application with a very small optoelectronic cache (less than 512Kb). In all other cases, the 
increases in fault rate due to internal fragmentation is entirely offset by a reduction in faults 
caused by the greater amount of data transferred per fault. 

Returning to the latency calculations, we can now determine how these effects combine and 
compare average latency of the memory systems as a whole. The average latency of the elec- 
tronic/disk memory system can be recursive constructed as follows: 

liuir (1 -PP)L +PP«1 -PS)LS +/>,((! -Pm)Lm +Pm(Ts +Tr + nmTx))) 'P'-p 

where Lp, Ls, andLm are respectively, the access latency of the primary cache, secondary cache, 
and primary memory, and/?p, ps, and pm are the fault rates for the primary cache, secondary cache, 
and primary memory. Similarly, for the optoelectronic memory system, the average latency can 
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be written as: 

Loptoelectronic= 0 -Pp)Lp 
+ Pp((l ~Ps)Ls 

+ Ps((l ~Poc)L0c +PocTo» 

where poc, and Loc, are the hit probability, and latency of the optoelectronic cache. Using the 
specifications in Table 1 and the fault rate data from the simulations, the average latency of each 
memory system is computed and plotted in Figure 7 for the three applications tested. The results 
are plotted on a log scale for memory size and latency. The latency plotted is the average memory 
access time though all levels of the memory hierarchy. 
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Discussion 
For the applications tested, the simulations show a three to four order of magnitude increase in 

the performance of the optoelectronic memory system versus that of a conventional memory hier- 
archy. Thus, we have demonstrated that optoelectronic cache memories can be used to effectively 
interface a low latency optical backing store for an optoelectronic memory hierarchy. Although 
line sizes in the cache are typically larger than disk-pages, average memory access latency is not 
adversely affected by the additional internal fragmentation introduced. We are currently investi- 
gating the relationship between various competing technologies for the optical memory and the 
smart pixel array used in the cache. These technology choices must be considered in the context 
of architectural issues such as the address translation mechanism, frame size at each level of the 
memory hierarchy, write policy, replacement algorithms, and coherency support mechanisms for 
multiprocessor implementations. 
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